
1180 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 42, NO. 5, MAY 2007

A Multilevel Read and Verifying Scheme for
Bi-NAND Flash Memories

Chiu-Chiao Chung, Hongchin Lin, Member, IEEE, and Yen-Tai Lin

Abstract—A multilevel sensing and read verifying circuit is
proposed for Bi-NAND (Buried bit-line NAND) type flash memo-
ries. The Bi-NAND technology employs the negative programmed
threshold voltage to facilitate the multilevel storage with lower
program/erase bias and programming disturbance. The sensing
circuit utilizes an advanced cross-coupled sense amplifier to
achieve excellent immunity against mismatch effect and reduc-
tion of power consumption. As well, it acts as data latch during
multilevel sensing and verifying operations. By comparing to the
conventional and simultaneous verifying circuits, the proposed
scheme with dichotomous architecture simplifies the verifying
circuit and speeds up verification process for multilevel operation.
By adding only one latch and a pair of switches, the circuit can be
easily expanded for one more bit per cell.

Index Terms—Multilevel, Bi-NAND, flash memory, negative
programmed threshold voltage, mismatch, read verifying, di-
chotomous.

I. INTRODUCTION

THE mass storage applications such as video and image pro-
cessing have accelerated the development of high-density

and high-performance flash memories. For requirement of high
density, the serial configured NAND flash memory is the most
popular one for the lowest bit cost and high data throughput.
However, since the sequential programming was commonly em-
ployed, the pass gate voltage disturbance during programming
was inevitable. As to the cell technology, further enhancement
of density has led to multilevel operation [1], [2]. It is impor-
tant for multilevel cells that the threshold voltage deviation of
the programmed memory cells has to be well controlled for op-
eration of every threshold (V ) level. Therefore, the more ef-
ficient solution may be desired.

For flash memories, comparison of current difference be-
tween the flash cell and the reference cell is the direct and
fast method to read the data. A new Buried bit-line NAND
(Bi-NAND) [3] flash memory has been presented to lower the
program/erase voltage and to alleviate the gate disturbance.
For the Bi-NAND flash memory arrays, most of the sensing
circuits developed for the conventional flash memory cells are
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not appropriate. Since those sense amplifiers were designed for
draining cell current at the drain node of the flash cell, their
bit-lines were usually pre-charged to high before sensing. That
also increases power dissipation. On the contrary, the current of
Bi-NAND cell flows to the sense amplifier at the source node,
thus the bias at the bit-line source has to be low enough for the
cell current flowing to the sense amplifier. To comply with these
restrictions, a new sense amplifier (NSA) [4] that senses the
current difference using the advanced cross-coupled structure
by connecting the gates of the clamping MOS transistors to
the cross-coupled nodes has been proposed to improve the
mismatch characteristics and reduce the power consumption
without sacrifice for sensing time.

The verifying circuit is usually required to limit the V dis-
tribution of programmed cell while using tunneling mechanism
for programming. For multilevel operation, V distribution
has to be restricted more precisely. A purely sequential program
and program-verify approach [5] needs at least one program/
verify cycle in each V level, so it is a time consuming process.
A selective verifying circuit [6] switches the states to compare
the data stored in the data buffers (DBs) with the programmed
data by scanning the selected word-line voltages. Another veri-
fying scheme employs the word-line sweeping read (WSR) [7]
technique to reduce the circuit complexity. The read/verify con-
trol circuit utilizes various word-line voltages according to the
control signals to verify the data during the verifying period for
a multilevel flash cell. However, those circuits need more com-
plicated control signals and procedures to do verification, espe-
cially for more bits per cell.

The first binary search sensing scheme (BSSS) [8] was in-
troduced for multilevel storage by using two sense amplifiers
connected in series to sense a single cell, and a reference se-
lect logic to enable one of three reference cells for compar-
ison. However, the number of sense amplifiers is considerable as
the bit number increases. The proposed multilevel sensing and
read verifying scheme for Bi-NAND flash memories exploits di-
chotomous sequential architecture with the current-mode NSA
for multilevel data sensing and read verification. The proposed
scheme reduces the number of program/verify cycles to improve
verification efficiency. Since the upper bit of the program data
is checked before the lower bit by the dichotomy method, the
verify/program sequence is shortened.

The multilevel cells and circuit operations for Bi-NAND are
described in the next section. Section III explains the new read/
verifying circuit in comparison with the selective verifying and
word-line sweeping read verifying schemes. Section IV demon-
strates the simulation and measurement results. The final part is
the conclusion.
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Fig. 1. (a) Cross-sectional view of the Bi-NAND memory cell at the cut lines of BL and WL. (b) Schematic of Bi-NAND type cell array and the top view of layout.

TABLE I
TYPICAL OPERATING CONDITION FOR THE BI-NAND

FLASH CELL (UNIT IN VOLTS)

II. MULTILEVEL CELLS AND CIRCUIT OPERATIONS

A. Bi-NAND Flash Memories

The Cross-sectional views of the Bi-NAND memory cell at
the cut lines of BL and WL are shown in Fig. 1(a), and cell
array with the top view of the Bi-NAND memory array is illus-
trated in Fig. 1(b) [3]. It employs buried bit-line with isolated
“shallow P-well” structures to realize the lower program/erase
bias for Fowler–Nordheim (FN) tunneling. Due to the divided
voltage between word-line (WL) and buried bit-line (BL), the
disturbance is also minimized.

The typical operation conditions for the multilevel Bi-NAND
cell are listed in Table I [3]. Programming (PGM) and erasure
(ERS) for Bi-NAND cell can be achieved in 1 ms and 10 ms,
respectively. The cell can be programmed to different threshold

voltages by varying the bit-line voltage and complying with pro-
gram time, as shown in Fig. 2(a) [3]. Then the cell currents refer
to different threshold voltages are driven to the sense amplifier
by the source-line voltage. The V window for the multilevel
programmed and erased state of a Bi-NAND cell is illustrated
in Fig. 2(b). The pass gate disturbance is also alleviated due
to the negative programmed V . Moreover, since the nega-
tive programmed V helps the conductivity of the cell string
during read operation, the V windows for different levels
are much less influenced by the pass gate voltage as the con-
ventional NAND cells suffered. Therefore, Bi-NAND cells are
more promising for multilevel storage with bit-by-bit program-
ming verification.

B. Sense Amplifier

The conventional sense amplifiers were usually designed for
draining cell current at the drain node of a flash cell, thus the
bit-lines were usually pre-charged to high before sensing. Fur-
thermore, the sense amplifier drains the current of the Bi-NAND
flash cell at the source node, so the bias at the source node
(bit-line) has to be low enough for the cell current flowing into
the sense amplifier.

Since the flash cells are connected in series and biased at 1 V
at the source line (SL), the current flows into the sense amplifier
at the bit line of the flash cell. Therefore, the bias at the bit
line must be close to zero to comply with the requirement. This
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Fig. 2. (a) Programming and erasure characteristics [3]. (b) V window for
programmed and erased states.

new operation makes most of the sense amplifiers designed for
the conventional flash cell arrays inappropriate for the new cell
array.

The sense amplifier utilizes the advanced cross-coupled struc-
ture [4] by connecting the gates of the clamping MOS transis-
tors to the cross-coupled nodes. Since the currents from the se-
lected cell and the reference cell slightly charges the drains be-
fore sensing, this improves the mismatch characteristics and re-
duces the power consumption without sacrificing the sensing
time.

Differing from the BSSS, the dichotomous sensing approach
for 4-level storage utilizes a sense amplifier and a latch for cur-
rent sensing instead of two sense amplifiers for voltage sensing.
According to the data to be programmed and the threshold volt-
ages of the memory cell shown in Fig. 2(b), the upper bits with
threshold voltages of V and V are “1” and those of V
and V are “0”. Therefore, the reference level corresponding
to the middle of V and V is used to determine whether the
upper bit is “1” or “0”. Once the upper bit is known, the refer-
ence level for the lower data bit either the middle of V and
V or the middle of V and V can be determined.

The reference generator produces three reference currents, I ,
I , and I , which are the lower, middle, and higher reference
levels, respectively. The reference generator is initially set to I
level. At first, the sense amplifier compares the cell current with
I level. If the upper data bit is “1” (or “0”), the reference level
is switched to I (or I ). The sensing operation is accomplished
by comparing the current differences between the cell current
and the reference current.

C. Read Verifying Circuit

The key component of verifying circuit combining with a
sense amplifier is illustrated in Fig. 3(a). Transistors M7 and M8
acted as switches are controlled by the outputs of sense ampli-
fier. Transistors M9 and M10 are controlled by the control sig-
nals CV2 and CV1, respectively. Two series switches (M7/M9
and M8/M10) are connected in parallel for data checking and
verifying. Before checking/verifying operation, “Ver” is pre-
charged to high. “Ver” is then discharged to “zero”, either the
data to be programmed is zero or the cell is programmed to the
target level.

First, the control signal “CV1” is activated for checking if the
upper bit of programmed data is “0” or not. If the upper bit to
be programmed is “0”, “Ver” is discharged to zero immediately.
If “Ver” signal remains high, the programming operation of the
corresponding bit is performed. As to the verifying operation,
after the control signal (CV2) is activated, the voltage at node
“Ver” is discharged to low if the cell is programmed correctly.
Otherwise, the node “Ver” keeps high if the cell is programmed
incorrectly.

After Signal “Ver” becomes “0” for the upper bit verification,
the lower data bit can be programmed, and “Ver” is pre-charged
again. The data to be programmed stored in the latch is used to
determined whether “Ver” should be discharged or not. Then,
the upper data bit is transferred to the latch. After the lower
bit is programmed, CV2 is activated again for verifying if the
programming procedure is completed. It will be repeated until
“Ver” switching to “0”.

The proposed circuit consists of three parts: a sense amplifier,
the verifying circuit, and a data latch. Through Switches T0, the
cell bit-line is connected to the sense amplifier at the node of
“cin”, while the reference circuit is connected at the node of
“rin”. The sensing outputs or the data in the latch are transferred
to the verifying circuit through Switches T1 and T2, or Switches
T2 and T3, respectively. The data on Doi can be accessed to
the IO bus with appropriate timing controls. Fig. 3(b) illustrates
the timing diagram for stages of bit check, equalization, and
bit sensing/verifying. The operations of lower bit are similar to
those of upper bit except the additional data exchanging.

III. SIMULATION AND MEASUREMENT

A. Simulation Results

The proposed circuit was simulated by using 0.35- m tech-
nology according to the timing sequence in Fig. 3(b). The device
sizes of Wp/Wn are in the sense amplifier, in the
verifying circuit, and in the latches, respectively.

The typical bit-line charging time for the upper bit is 50 ns.
The simulated results are demonstrated in Fig. 4. With the pro-
posed control timings and generated reference currents

A A, and A as refer to the cell pro-
grammed for about 2 ms), the read out data on the node “Vo”
for “11”, “10”, “01”, and “00” are shown. The node “Ver” for
verifying generates the corresponding results for those data. It
is discharged as CV1 activates for data “0” before program-
ming, or discharged as CV2 activates for data “1” after being
programmed completely.
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Fig. 3. (a) Sensing and verifying circuit diagram. (b) Timing diagram for 2-bit/cell operation.

The upper bit data is read out after equalization at about
100 ns. The verification is completed (discharging to low) after
40 ns. The lower bit data is processed continuously by using
the similar procedures to get the result.

B. Measurement Results

The multilevel read and verifying circuit was fabricated by
using 0.35- m technology. The microphotograph of the sensing
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Fig. 4. Simulation results for the cases of 11, 10, 01, and 00.

Fig. 5. Chip microphotograph of the sensing and verifying core circuit.

and verifying core circuit is shown in Fig. 5. The test chip was
designed by using the currents generated from the selected cell

and reference cell. Each cell has a resistor of 320 and two par-
allel capacitors of 2 pF in between to mimic the parasitic effects
in the memory arrays equivalent to 2K bit lines with 16 cells
per string (16 word lines). The cell currents are obtained by ap-
plying 1.5 V to the drains of the selected cell and reference cell
with different word-line voltages to the gates of the cells, since
the threshold voltage differences are usually measured instead
of the current differences for flash memories.

Fig. 6(a)–(c) demonstrates the on-chip measured waveforms
at the output pad of node “Vo” for reading data “11”, “10”,
and “01” for 2-bit/cell operations, respectively. The verification
results corresponding to the read out data are also demonstrated.
Since it is trivial for data of “00”, the measurement is not shown.

IV. CIRCUIT EVALUATIONS

A selective verify circuit [6], with the key circuit diagram
shown in Fig. 7, utilizes different switch states to compare the
data stored in the data buffers (DBs) with the programmed data
by scanning the selected word-line voltage from low to high
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Fig. 6. Measurement of reading data for 2-bit/cell operations: (a) 11, (b) 10,
and (c) 01.

Fig. 7. Core of the selective verify circuit [6].

according to the verifying timing sequence. The gates of the
M1 and M2, which act as switches, are controlled by the cor-
responding outputs of the DL1 and DL2 which hold the upper
and lower bits of data to be programmed, respectively. There
are two latches in DBs for data storage, and four control signals
(S11, S12, S21, and S22) for verification in the case of 2-bit
per cell. For -bit/cell operation, it needs data buffers (i.e.,
latches), control signals, and switches connected in series

Fig. 8. Word-line sweeping read/verify control circuit [7].

for the selective verify circuit. Besides, the circuits for data to
read out through the sense amplifier were not given in the paper
[6].

The eight-level/3-bit per cell NAND flash memory employing
the word-line sweeping read (WSR) technology [7] is shown in
Fig. 8. During the read operation, the selected word line sweeps
from high to low voltages, and the control signals (Lat0 Lat9)
are generated in the corresponding reading periods. For the ver-
ifying operation, the selected word line also sweeps from high
to low voltages and generates the corresponding control signals.
After verification, page check was performed by the wired-OR
logic circuit. However, this read/verify control circuit may be
too large to be used. When bits data are stored in a cell, it
needs control signals and -bit latches.

For the proposed multilevel verifying scheme, if one more bit
is stored in the cell, it only requires an additional data latch (DL)
and switches for data transferring. It is thanks to the sense am-
plifier, which acts like a latch circuit to hold data after the last
sensing period, two control signals (CV1 and CV2), and
data latches along with pairs of parallel switches are
needed for -bit/cell operation, as shown in Fig. 9. The new
verifying circuit efficiently reduces the numbers of control sig-
nals and latches for a multilevel cell ( -bit data per cell). The
comparison of those verifying circuits is given in Table II.

To evaluate the speed of circuits, the time required for a pro-
gram/verify cycle of 1-bit cell can be estimated as [9]

(1)

where is the sum of the precharge time before program-
ming and the discharge time after programming, is the
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Fig. 9. New verification circuit extended to n bits per cell.

TABLE II
COMPARISONS IN CONTROL SIGNALS AND LATCHES FOR n-BIT DATA PER CELL

program pulse width, and the is the verification time. The
parameter is the number of program pulses.

In the conventional scheme, as the number of bits increases,
the number of program/verify cycles is proportional to .
Thus, the program time increases in the same way. The sequen-
tial and simultaneous program algorithms for 4-level cells are
illustrated in Fig. 10(a) and (b), respectively. For the sequen-
tial scheme, the program time required for an -bit cell can be
written as

(2)

For the simultaneous scheme with very complicated control
signals, the program cycle time required for n bits/cell can be
expressed as

(3)

The simultaneous programming scheme [7] also reduces the
verification time using the precharge capacitive decoupling
sensing scheme (PCDSS) [10]. However, to alleviate the array
ground line (AGL) noise, metal bypass lines were added every
16 bit-lines. That results in the variations of source voltage.

The proposed dichotomous verifying sequence illustrated in
Fig. 10(c) uses the bit checking sequence, in which the first

reference level corresponds to the middle of V and V , in
order to determine whether the upper bit is “1” or “0” before
the second bit programming. Then, the second bit verification
is followed after the second bit is programmed. Therefore, the
proposed verifying sequence for -bit cells compresses the pro-
gram time as shown below:

(4)

V. CONCLUSION

A new multilevel sensing and verifying circuit for Bi-NAND
flash memory technology was designed and measured. The ad-
vanced cross-coupled sense amplifier complies with low bit-line
bias for Bi-NAND flash to lessen the power consumption. For
the checking and verifying scheme, the pre-charged verifying
circuit is discharged as soon as the bit to be programmed is zero.
Otherwise, it will be discharged as long as the bit is correctly
programmed. The proposed scheme shows good agreements be-
tween simulation and measurement for sensing and verifying
operations at supply voltage of 3.3 V. Using the simple read/ver-
ifying circuit with the dichotomous approach reduces the cycle
time of read or verifying. Since the current mode sense amplifier
for each memory cell also acts as the data latch, the read/veri-
fying circuit is even more compact. The circuit can be easily
expanded by increasing the number of latches for more bits per
cell without increment of sensing amplifiers and verifying cir-
cuits.
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Fig. 10. Program and verify algorithms for (a) sequential, (b) simultaneous, and (c) dichotomous architectures.
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