Deep Learning Based Driver Smoking Behavior Detection for Driving Safety
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Abstract—According to the previous researches by experts, the smoking behavior in driving will cause three hazards: reducing vision, distracting, and irritating. Thus the risk is extremely high. By detecting whether there is any object of a cigarette, the smoking behavior in driving is recognized, and it will greatly help for driving safety. In this paper, the YOLOv2 deep-learning image based methodology is applied for driver’s cigarette object detection. The driver’s images are captured by a dual-mode visible light and near-infrared camera, and the developed system judges whether or not there is driver smoking behavior in the day and night conditions. By the YOLOv2 deep learning network, the pre-prepared images of driver smoking behavior are marked, and the cigarette detector is trained to detect the cigarette object when the driver is smoking. In experimental results, the applied deep learning based design performs that the precision is up to 97% and the recall is 98%. Besides, by the proposed design, the average accuracy of cigarette detection is up to 96% during the day condition, and that of cigarette detection is up to 85% during the night condition.

Index Terms—smoking behavior detection, deep learning, YOLOv2, driving safety

I. INTRODUCTION

Researches and analyses from the US bureau of safety experts reveals that the probability of car accidents for smokers is 1.5 times larger than that for non-smokers. The United Kingdom and Germany experts believe that the 5% of car accidents are related to smoking while driving. According to the US experts, the smoking behavior leads to three driving hazards: reduced vision, distracting, and odors stimulations. People need a high degree of attention and a clear vision while driving, and the smoking behavior may irritate eyes and respiratory tract, and then the vision will be blurred. The acrid smoke also causes coughing and distraction. Specially, the influence of smoke on the vision is very terrible. Based on statistics, when it is at dusk, smoking four cigarettes during a short time will reduce the vision by 20-30%. When a driver is in such circumstances, the risk is very high. Therefore, the development of cigarette detection technology is a very important issue when the driver smoking behavior happens.

In previous related works [1]-[10], the image-based and non image-based technologies were used to detect the smoking behaviors. In [1, 2, 3, 8, 9], the color information of cigarette object or smokes was analyzed, and the smoking condition or smoking behavior were detected effectively. Besides, in [4, 5, 6, 7, 10], the sensor-based (i.e. the non image-based) designs were developed to recognize the smoking behavior. To develop the image-based cigarette detector, in general, the well-known color based designs will be influenced by light disturbance and insufficient light conditions. In addition, the color based designs may not work well at the night condition. Fig. 1 depicts the image-based driver smoking behavior detection system.

In this paper, to overcome the light disturbance and insufficient light conditions in the car by image-based recognition methodologies, the YOLO-based deep learning design is developed to detect the cigarette object when there is the driver smoking condition. The rest of the paper is described as follows. In Section II, the previous color-based detection design is briefly reviewed. In Section III, the design methodology of the proposed YOLO-based cigarette object detector is discussed. The experimental results and comparison are shown in Section IV. Finally, a conclusion is given.

Figure 1. The image-based driver smoking behavior detection

II. PREVIOUS WORK

In [9], the developed color-based method used four major skills, which included the face detection, face boundary detection, mouth positioning, and cigarette detection. Driver facial videos are captured through the camera, and the design applied color information and separated the statistical threshold condition at different daytime. Firstly, the facial region detection was active based on facial features, and the possible facial region was found. Next, based on the symmetry and concentration properties of facial features, the facial boundaries were detected, and the face size was estimated.
Finally, the system applied the luminance threshold condition to detect the cigarette near the mouth region for driver smoking behavior detection. In [9], the developed algorithm utilized the brightness information for the cigarette detection. The test video sequences were analyzed by statistics, and the threshold value was set to filter out a cigarette, and then the projection method was used to detect the location of the cigarette. However, the developed method in [9] cannot perform well at the night condition or the insufficient light condition in the car. Fig. 2 illustrates the previous color-based cigarette detection flow in [9], and Fig. 3 demonstrates the processing and detection results by the color-based method in [9], where Fig. 3(a) depicts the input image, Fig. 3(b) shows the face location result, Fig. 3(c) reveals the detection of cigarette object, and Fig. 3(d) shows the final result.

To overcome the night time, light disturbance, and insufficient light conditions in the car, the YOLO-based deep learning methodology is developed to detect the cigarette object when there is the driver smoking condition. Fig. 4 depicts the applied cigarette detection technology by the YOLO-based deep learning method.

III. PROPOSED DEEP-LEARNING BASED SMOKING BEHAVIOR DETECTION

A. Preparing Image Data for Training and Testing Cigarette Object Detector

To collect the useful image databases for training and testing the deep learning based inference model, for smoking drivers in car, 28 video sequences, which include a total of 5500 images, are captured for various driver smoking behaviors at the various day and night situations. By integrating the image databases as shown in Fig. 5 and Fig. 6, all of the proper images are selected to be labeled. The unsuitable images are removed, and they are not selected to be used for training the proposed deep learning based cigarette detector.

B. YOLOv2 Based Cigarette Object Detection

In [11], the deep-learning based YOLO algorithm is very effective for the application of object detections. The traditional object detection methodologies have three processing parts, which include localization of object, extraction of features, and classification of image object. Compared with previous object detection designs, the YOLO based algorithm can directly inference the bounding boxes and class probabilities of image objects by effectively evaluating a deep-learning neural network, and then the YOLO network greatly reduces the processing and computing time.

In several deep-learning based algorithms, the R-CNN (Region Convolutional Neural Networks) method is one of the well-known technologies, and the R-CNN network firstly uses several region proposals, which contain the possible objects, and each region through convolutional neural networks (CNN) will be classified by the network. Finally, by the regression process, the CNN network rectifies the positions of bounding boxes for possible objects. The most significant characteristic by the YOLO based interference is to achieve the object detection directly through end-to-end models, and the YOLO based
network utilizes the whole image as input to the neural network for predicting the positions of bounding boxes directly. The bounding box involves the confidence score of image object and the category to which the image object belongs. The computational complexity of the YOLO-based network is low, and it is suitable for the real-time applications.

Figure 5. The first set of eight video sequences for deep learning

Incar_1 Incar_2 Incar_3 Incar_4

Figure 6. The second set of sixteen video sequences for deep learning

Incar_1_1 Incar_2_1 Incar_3_1 Incar_4_1

Incar_1_2 Incar_2_2 Incar_3_2 Incar_4_2

Incar_1_3 Incar_2_3 Incar_3_3 Incar_4_3

Incar_1_4 Incar_2_4 Incar_3_4 Incar_4_4

Incar_1_5 Incar_2_5 Incar_3_5 Incar_4_5

Incar_1_6 Incar_2_6 Incar_3_6 Incar_4_6

Incar_1_7 Incar_2_7 Incar_3_7 Incar_4_7

Figure 7. Labeling process for cigarette object

At Stage 2 - Training and testing an inference model by the YOLOv2 network: Fig. 8 demonstrates the training/testing flows to obtain the YOLOv2 inference model. The operational procedure consists of three parts, which include the data pre-processing, training for the inference model, and testing for the inference model. After the required convolution layer and normalizations are set, the weights of YOLOv2 network, which are pre-trained by the Darknet method, are loaded when the pre-processing process is active. Because the last layer of the convolution layer determines the final output, the convolution layer must be re-adjusted and trained to achieve a fine-tuned training model. After the inference model is trained, the testing procedure is followed. In the testing process, the highest final confidence score is computed, and then the detection accuracy and recall rate will be calculated and obtained.

Figure 8. The training/testing flow to obtain the YOLOv2 inference model for cigarette object detection

IV. EXPERIMENTAL RESULTS AND COMPARISONS

In our experiments, a computing server with two NVIDIA GPU acceleration cards is applied for training the inference model of cigarette detector, and a personal
A computer, which involves an Intel I7-5700 CPU at 2.7GHz operational frequency, is used for testing the inference model. To prepare the suitable databases, 28 video sequences of smoking drivers, which have a total of 5500 images (i.e. frames), are used to label cigarette objects for different driver smoking behaviors. In the 28 labeled video sequences, 4 video sequences, which includes 2 day-time videos and 2 night-time videos, are selected for testing. Fig. 9 illustrates the selected four driver smoking video sequences to test the inference model. By the experimental results, the proposed deep learning based method performs that the precision is up to 97% and the recall achieves 98%. Fig. 10(a) and 10(b) show the testing results at the day time and the night time, respectively.

![Figure 9. The four driver smoking video sequences for testing the inference model](image)

![Figure 10. Testing results (a) at the day time (b) at the night time](image)

Besides, when the individual condition is selected for comparison, Fig. 11 and Fig. 12 show the detection results by the proposed method in “Incar_4” and “Incar_5”, respectively. Table I and II list that the proposed YOLO-based design has better accuracy rate and less false rate than the color-based detection in [9] at the day time. Similarly, Fig. 13 and Fig. 14 demonstrate the detection results by the proposed method in “Incar_14” and “Incar_15”, respectively. Table III reveals that the proposed YOLO-based design also has better accuracy rate and less false rate than the color-based detection in [9] at the reflection-light condition. Specially, in Table IV, the proposed YOLO-based design is effective, and it can detect the cigarette object of driver well at the night condition. However, when the color-based design in [9] is applied for cigarette detection, the color-based method will be fail to detect any cigarette at the night condition. In general, the applied deep learning based method has the average accuracy of cigarette detection is up to 96% during the day condition, and that of cigarette detection is up to 85% during the night condition.

![Figure 11. Results by the YOLO-based method with “Incar_4”](image)

![Figure 12. Results by the YOLO-based method with “Incar_5”](image)

![Figure 13. Results by the YOLO-based method with “Incar_14”](image)
In this paper, the YOLOv2 deep learning based detector is developed for the cigarette object detection when there is driver smoking behavior. The developed method recognizes the driver smoking behavior in the day and night conditions. By the YOLOv2 based deep learning network, the cigarette detector is trained to detect the cigarette object for driver’s smoking actions. In experiments, the applied deep learning based method performs that the precision is up to 97% and the recall is 98%. Besides, by the proposed method, the average accuracy of cigarette detection is up to 96% during the day condition, and that of cigarette detection is up to 85% during the night condition.
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V. CONCLUSION

In this paper, the YOLOv2 deep learning based detector is developed for the cigarette object detection when there is driver smoking behavior. The developed method recognizes the driver smoking behavior in the day and night conditions. By the YOLOv2 based deep learning network, the cigarette detector is trained to detect the cigarette object for driver’s smoking actions. In experiments, the applied deep learning based method performs that the precision is up to 97% and the recall is 98%. Besides, by the proposed method, the average accuracy of cigarette detection is up to 96% during the day condition, and that of cigarette detection is up to 85% during the night condition.

TABLE I. PERFORMANCE COMPARISON BETWEEN TWO DETECTION METHODS WITH “INCAR_4” VIDEO SEQUENCE

<table>
<thead>
<tr>
<th>Number of images</th>
<th>Methods</th>
<th>Number of correct detection</th>
<th>Number of false detection</th>
<th>Accuracy rate</th>
<th>False rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>Lin [9] Color-based</td>
<td>147</td>
<td>53</td>
<td>73.5%</td>
<td>26.5%</td>
</tr>
<tr>
<td></td>
<td>Proposed YOLO-based</td>
<td>195</td>
<td>5</td>
<td>97.5%</td>
<td>2.5%</td>
</tr>
</tbody>
</table>

TABLE II. PERFORMANCE COMPARISON BETWEEN TWO DETECTION METHODS WITH “INCAR_5” VIDEO SEQUENCE

<table>
<thead>
<tr>
<th>Number of images</th>
<th>Methods</th>
<th>Number of correct detection</th>
<th>Number of false detection</th>
<th>Accuracy rate</th>
<th>False rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>Lin [9] Color-based</td>
<td>112</td>
<td>88</td>
<td>56.0%</td>
<td>44.0%</td>
</tr>
<tr>
<td></td>
<td>Proposed YOLO-based</td>
<td>190</td>
<td>10</td>
<td>95.0%</td>
<td>5.0%</td>
</tr>
</tbody>
</table>

TABLE III. PERFORMANCE COMPARISON BETWEEN TWO DETECTION METHODS WITH “INCAR_15” VIDEO SEQUENCE

<table>
<thead>
<tr>
<th>Number of images</th>
<th>Methods</th>
<th>Number of correct detection</th>
<th>Number of false detection</th>
<th>Accuracy rate</th>
<th>False rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>Lin [9] Color-based</td>
<td>165</td>
<td>35</td>
<td>82.5%</td>
<td>17.5%</td>
</tr>
<tr>
<td></td>
<td>Proposed YOLO-based</td>
<td>190</td>
<td>10</td>
<td>95.0%</td>
<td>5.0%</td>
</tr>
</tbody>
</table>

TABLE IV. PERFORMANCE COMPARISON BETWEEN TWO DETECTION METHODS WITH “INCAR_14” VIDEO SEQUENCE

<table>
<thead>
<tr>
<th>Number of images</th>
<th>Methods</th>
<th>Number of correct detection</th>
<th>Number of false detection</th>
<th>Accuracy rate</th>
<th>False rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed YOLO-based</td>
<td>170</td>
<td>30</td>
<td>85.0%</td>
<td>15.0%</td>
</tr>
</tbody>
</table>

Figure 14. Results by the YOLO-based method with “Incar_15”
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